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Abstract. Prosody provides important information about intention and
meaning, and carries clues regarding dialogue turns, phrase emphasis and
even the physiological or emotional condition of the speaker. Prosody has
been researched extensively by linguists and speech scientists; However,
little attention has been given to formulating and ranking the acous-
tic features that represent prosodic information. This paper aims at
defining a simple methodology that allows us to test whether a feature
conveys prosodic information. This way, we can compare different fea-
tures and rate them as prosodic or content related (In this paper the
word “content” refers to the verbal information of the utterance.). We
explore many features using a Hebrew dataset especially designed for
validating prosodic features, and as the first step of our research we
chose two prosody classes: neutral and question. We apply our method-
ology successfully and find that prosodic features indeed are invariant
to the content of the utterance, while correlating with prosodic mani-
festations. We validate our methodology by showing that our ranking
of prosodic features yields similar results to classification based feature
selection.
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1 Introduction

Prosody can be defined as the study that relates to non-contextual aspects of
speech. Prosody provides valuable information that can be perceived by the lis-
tener and plays an important role in everyday life – it helps maintaining dialogue
structure [6], decyphering higher level utterances (e.g. sarcasm) and assessing the
speaker’s emotional state, attitude or intentions [13]. It also contributes to the
medical field, especially in Neurology [4,12]. Prosody is also essential for many
speech based systems, such as Text to Speech (TTS) [2], Speech Morphing [14]
or Speech based Analysis [11].

In the past years there has been extensive work towards standardization of
prosody transcription, for example ToBI [15] that is used for annotating intona-
tion or the IPrA Prosodic Alphabet [7]. Still, little attention has been given so far
to generalizing and formulating the acoustic features that represent the perceived
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intonation and other prosodic building blocks, especially in under resourced lan-
guages such as some of the Semitic languages.

In this work we take a few steps towards such a formulation and define
a simple methodology for determining whether an acoustic or spectral feature
represents prosodic information and to what degree.

2 Features

Prosodic features are widely used for various tasks – emotion detection [1],
language identification [16], TTS [2], etc’. There has been extensive work on
extracting various acoustic and spectral features for prosodic research, e.g. [17].
The openSMILE project [5] lists a few hundred features for emotion recognition.
Other works, such as [3] limit themselves to features that can be derived from F0,
duration and energy only, that are the most commonly used prosodic features.
So, there are many features one can use, but is there a way to decide whether
a feature indeed carries prosodic information? Our suggested methodology tries
to address this issue and is presented in Sect. 3. To demonstrate and test this
methodology, we use a 48 feature set, most of which are considered standard
in prosodic research, e.g. F0 and its derivatives, while some are hand-crafted
features such as amplitude-tilt (A = |Ar|−|Af |

|Ar|+|Af | , when Ar/Af is the amount of F0

rise/fall respectively) or duration-tilt (D = |Dr|−|Df |
|Dr|+|Df | , where Dr/Df is the F0

rise/fall duration respectively) [11]. All features are listed in Table 1.
Naturally, these features can be scalars, e.g. max value of F0 or vectors

e.g. average energy per syllable, or MFCC entries per frame. To obtain syllable
boundaries, we used word level forced-alignment using Hebrew acoustic models
trained with the Kaldi engine.

Table 1. Feature set list

Directly calculated Derived features Segments types Num

F0, dF0, energy Max, min, mean, var Per-syllable, accumulated 24

F0, dF0 Max-range 4

F0 Peak-position, ampTilt, durTilt 6

MFCC Per-frame 13

Duration Per-syllable 1

Per-syllable: evaluated over a single syllable. Accumulated: evaluated over a segment start-
ing at the beginning of the syllable and ending at the end of the utterance.

3 Methodology for Evaluating a Prosodic Feature

We wish to define a criterion for measuring how well does a feature represent
prosodic information conveyed in speech utterances. The proposed methodology
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is simple and requires the following: (1) prosodic features should be correlated
with some prosodic manifestations and (2) should not be correlated with sig-
nificant changes in other “dimensions”, when the same prosody is used. Note
that requirement (2) relates in our paper only to the content of the utterance, as
we use an over simplification where only two attributes characterize a feature –
prosodic or content related. Naturally this does not hold for some languages such
as tonal languages, where different tonal patterns convey content [8] hence these
languages will have to be considered separately.

3.1 Formulation

Let us formulate the above requirements: Suppose we have a set of utterances
Uk
pc, where p = 1, 2, . . . , NP is an index representing the different prosodies in

our dataset, c = 1, 2, . . . , NC represents the different content types, i.e. different
phrases, and k = 1, 2, . . . ,Kpc runs through all utterances of type pc, i.e. all
the utterances in our dataset with prosody p and phrase type c. Feature F is
denoted prosodic if the following requirements hold:

Requirement 1: The dissimilarity between the extracted features is sufficiently
small, for most utterance pairs with the same prosody p: dF

(
F k
pc, F

l
pr

)
< T1

for more than x1% of the pairs, where dF (·, ·) is the dissimilarity between two
features, and T1 is some threshold we use to define “sufficiently small”. x1 and
T1 can be tuned, and dF is defined for all features taking into account feature
type – scalar or vector.

Requirement 2: The dissimilarity between extracted features for utterances
with different prosodies is higher than T2 for most such utterance pairs, (q �= p):
dF

(
F k
pc, F

l
qc

)
> T2 for more than x2% of the pairs. This requirement should hold

for both cases of same or different content type, but it is naturally stronger when
the content is unchanged.

T1, T2, x1, x2 can be tuned for each feature and for each dataset. Instead
of tuning these parameters, we propose to combine the two requirements in
the following way – we require that the PMFs of the dissimilarities of the two
sets (same prosody and different prosody) will be well separated reflecting the
different behavior of the feature’s values for the two sets; This means that we
require low values of dissimilarities for the same prosody set, and high values of
dissimilarity for the different prosody set.

3.2 Proposed Methodology

Our proposed methodology is depicted in Fig. 1 using a block diagram to deter-
mine the nature of the feature: (i) Calculate dissimilarities between feature val-
ues over all possible utterance pairs (ii) Group all pairs into two sets – “same
prosody” set (SP

same) and “different prosody” set (SP
diff ) (iii) For each set, evalu-

ate the Probability Mass Function (PMF) using the normalized histograms of the



Prosodic Features’ Criterion for Hebrew 485

Fig. 1. Flow chart describing the proposed methodology for evaluating the prosodic
nature of a feature

dissimilarities (gsame and gdiff ) (iv) Calculate dissimilarity score, denoted Ds,
between the two PMFs (v) Use a threshold Th to decide whether the feature
can be considered prosodic, i.e. conveys prosodic information. The threshold
Th reflects the requirement stated above regarding large enough separability
between dissimilarities PMFs of the two sets – same prosody set and different
prosody set.

In this work we use the Euclidean distance as the dissimilarity function dF (·)
for step (i) and the symmetrized KL-divergence as the function dg (·) for step (iv)
when calculating Ds. If the feature is indeed prosodic, we expect to see a high
degree of separability between the two dissimilarities PMFs evaluated for the two
sets – “same prosody” and “different prosody”. If, on the other hand, we find
that there is a high similarity between the two dissimilarities PMFs (gsame and
gdiff ), we conclude that this feature does not carry any prosodic information, at
least for the prosodies that were used.

4 Datasets

We have used two different datasets:

4.1 Hebrew Dataset

Our main dataset1 is in the Hebrew language, and was designed specifically for
prosody research. As this was a preliminary stage, we used only two prosody
types: question and neutral. 36 speakers were recorded (males: 47%, females:
53%) of various ages (20–30: 22%, 30–40: 33%, 40–50: 8%, 50–60: 20%, 60–
70: 17%). Each speaker uttered the same three short phrases, that consisted of
four syllables each. All phrases were syntactically correct, and contained mostly
voiced phonemes. Each phrase was recorded in two different prosodies (neutral:
46%, question: 54%). The data was recorded using personal cellular phones, in

1 Hebrew dataset is freely available for research purposes only, by contacting the
authors.
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Fig. 2. Normalized F0Mean PMFs. Right – good separation between prosody classes.
Left – no separation between content classes

a quiet room environment. In total there are 252 short phrases. To validate the
data, two experienced listeners tagged all utterances in a random blind test. The
manual tagging was 97% correct, therefore we consider the prosody labeling to
be accurate.

4.2 Validation Dataset

In order to validate our results obtained with the Hebrew dataset, we used
a small subset of LDC2002S28 – “Emotional Prosody Speech and Transcripts”
corpus [9]. This English dataset contains recordings of professional actors reading
a series of semantically neutral utterances using different emotional categories.
We used a single speaker and five emotional categories only (anxiety, boredom,
sadness, panic, and elation). This dataset is relevant for our research as prosody
is often used to expresses emotional states.

5 Data Analysis

Based on our highly simplified approach, where acoustic features can be associ-
ated with either prosody or content, the first clue regarding the nature of the
feature is evident when we look at the features’ PMFs for different dataset par-
titionings – according to prosodies and according to content. Figure 2 shows an
example for F0Mean, evaluated for each syllable in the Hebrew dataset. This
feature seems to be prosodic – the feature values PMFs are significantly differ-
ent for the prosody tagging, while content tagging yields similar PMFs. Indeed,
F0Mean is considered to convey prosodic information. In Fig. 3 we can see the
opposite behavior for one of the MFCC features (which are indeed more suitable
for representing content).

Next we look at averages of features over time to explore the separation ability
of a feature. In Fig. 4 we can see the behavior of two features over time. First we
comapre between different prosodies and different contents for the Herbrew set.
It is evident that DurTilt is prosodic while it does not separate well between our
different phrases. We also look at F0Max for the validation dataset that includes
five different prosody classes, and see that when using this single feature, it is
possible to distinguish between some of these classes but not between all of them.
This behavior indicates that naturally, F0Max carries prosodic information.
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Fig. 3. Normalized MFCC8 PMFs. Right – no separation between prosody classes.
Left – some separation between content classes
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Fig. 4. Averaged feature values over syllables. Left & center: Hebrew dataset tagged
per-content and per-prosody. Right: English dataset tagged per-prosody

5.1 Dissimilarities

Following steps (ii) and (iii) in our methodology, Fig. 5 shows the dissimilarity
PMFs for the different sets – “same prosody” and “different prosody” for the
duration-tilt feature for the Hebrew dataset. We can see good separation between
the sets of same and different prosody, while there is no separation between the
sets of same and different content. According to our criterion, this feature is
definitely a “prosodic feature”.
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Fig. 5. Duration-tilt dissimilarity PMFs for different conditions: same and different
prosodies, and same and different content

In Fig. 6 we can see another example of the dissimilarity PMFs between same
and different prosody sets, for F0Max over the validation dataset. This feature
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separates well between prosody P4 (Panic) and P1 (Anxiety), while it does not
separate between P4 and P3 (Elation). This feature also separates well between
P4 and P2 (Boredom) and P5 (Sadness) (not shown).
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Fig. 6. PMFs dissimilarity for same and different prosody classes

5.2 Classification

One of our goals in grading and estimating feature quality is choosing the best
features to be used in a classification task. Hence, to validate our proposed
methodology we compare it with classifier based feature analysis. Since we cur-
rently defined only a single feature’s ranking, we compare our results to ranking
based on 1D classification results, i.e. classification using a single feature. We use
a simple classifier, so for each feature separately we trained a logistic regression
classifier using 66% of our data for training, while making sure train and test sets
did not contain the same speakers. For each feature, we used a threshold that
yields the best F1 measure2 over the train set. Applying this score to the test
set, we obtained classification accuracy for the test set. These accuracy scores
were used to rank the features for the classification task.

Next, we chose the 14 highest ranked feature according to our methodology,
i.e. with highest Ds score, and compared them with the 14 best classification
features i.e. the features that yielded the highest F1 scores. We found that 13 fea-
tures appeared in both lists (see Table 2), some of them with similar ranks.

Table 2. Comparison between ranking produced by the proposed methodology (Ds)
and by classification (F1). Xa denotes accumulated features as explained in Table 1

Feature AmpTilta DurTilta AmpTilt DurTilt F0Meana dF0Meana F0Maxa

Ds 11.24 10.28 6.13 5.21 4.33 3.69 2.23

F1 0.89 0.88 0.78 0.78 0.81 0.89 0.82

Feature F0Mean F0Max dF0Maxa dF0Mean dF0Max F0Rangea F0Vara

Ds 1.98 1.59 1.3 0.85 0.73 0.71 0.52

F1 0.72 – 0.83 0.73 0.74 0.77 0.82

2 F1 measure is the harmonic mean of recall and precision: F1 = 2
1/recall+1/precision

.
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5.3 Dimensionality Reduction

When using more than one feature, we need to visualize this high-dimensional
data and check separability between different classes. This can be done by apply-
ing dimension reduction schemes. We chose the t-SNE algorithm [10] and applied
it to the best 15 prosodic features obtained using our Ds score (as explained in
Sect. 3). Figure 7 shows very good separation between the two prosodic classes,
while there is no separation at all between the content classes. This shows that
the 15 best features do not represent the phrases content, in addition to con-
veying prosodic information. When repeating this process for the best content
related features, we do not get any separation between different prosodies.
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Fig. 7. 2D representation. Left & center – best prosodic features colored by content
and by prosody. Right – best content features colored by prosody

6 Conclusions and Future Work

In this paper we introduced a methodology for validating the prosodic relevance
of an acoustic or spectral feature. We refer to a feature as prosodic if its values
differ significantly for utterances spoken with different prosodies, and show little
or no change for utterances spoken with the same prosody. This methodology
can be further extended to provide an estimation as to the “prosodic ranking” of
a feature, taking into account its separation ability for different prosodic classes,
and its insensitivity to changes in content and other non-prosodic information.
We believe that creating a formal standard ranking mechanism for prosodic
features can assist in finding representations for known perceptual notations such
as IrPA or ToBI, as well as in revealing new prosodic features. This methodology
can also be used for analyzing prosodic features and manifestations in different
languages. For our Hebrew dataset, we have successfully shown that features that
were ranked high based on our methodology, are indeed relevant for conveying
prosodic information. This was done by ranking the single features according
to their classification accuracy scores and comapring this ranking to the one
induced by our proposed prosodic score.
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Future work should address a few issues that were not covered: (1) Extending
the methodology to deal with: a. tonal languages b. more than two prosody
classes c. additional non-prosodic dimensions other than content (2) Providing a
full mathematical formalization for Ds (3) Validating the proposed methodology
using larger datasets in additional languages, as well as for other prosody classes,
using known feature sets such as openSMILE [5] (4) Dealing with multi-feature
classification results.

Acknowledgments. The authors thank Ella Erlich, Ruth Aloni-Lavi and Noga Hell-
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