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METHOD AND SYSTEM FORACTIVITY 
DETECTION AND CLASSIFICATION 

FIELD OF THE INVENTION 

0001. The present invention relates to the field of sonar or 
radar based techniques for detection of motion and other 
activity of human and non-human objects, for various appli 
cations such as security, detecting Suspected activity in of 
land or underwater environments, health care, especially for 
monitoring of newborn as well as sickfelderly/handicapped 
persons, navigation in Surroundings with reduced vision 
range, assistance to blind people, monitoring animals and 
birds, etc. 

BACKGROUND OF THE INVENTION 

0002 Systems designed for detecting, tracking and clas 
sification of motion can be sorted by their technology and the 
applied processing methods. The main technologies serving 
this purpose are video recording systems, active video sys 
tems, radar systems and Sonar systems. 
0003. The use of a narrow band radar has been proposed 
by U.S. Pat. No. 7.924,212B2 and also in 1 for the detection 
and classification of patients movements and location based 
on the Doppler effect. Motion kinematics, like walking speed 
and gait variability were acknowledged as features that can be 
used to assess severity of Parkinson Disease2, 3. 
0004. An Ultra Wide-Band (UWB) radar, which uses a 
large portion of the radio spectrum, has recently been Sug 
gested for acquisition of motion kinematics 4. The UWB 
radar can be used for applications like cardiac bio-mechanic 
assessment and chest movement assessment 5. 
0005 Radar-based systems suffer from some disadvan 
tages like vast electromagnetic radiation, high cost, difficulty 
in differentiating between different body part movements, 
extensive computation resources. 
0006 Sonar systems, which utilize acoustic waves, may 
be used as an alternative to radar systems. Sonar systems are 
cheaper, less harmful, more ecologically clean, and less 
noticeable by persons/objects being tracked/observed, which 
is quite important for applications in the field of security and 
medical care. 
0007 U.S. Pat. No. 5,519,669A describes acoustic sur 
veillance of objects and human traffic in a spatial Zone of a 
financial transaction device, which is used to detect move 
ment within the Zone. Several specific types of detected 
movement defined as abnormal trigger an alert to a remote 
monitoring station. The alerts are automatically prioritized 
using rule-based criteria. Enhanced surveillance of the alert 
site by audio links as well as site alert history information are 
provided. 
0008 U.S. Pat. No. 3,681,745A describes an acoustic 
detection system of the Doppler variety, provided with digital 
filtering circuitry for eliminating the false alarming effects of 
various spurious sources which are situated in or near a space 
being monitored for a predetermined type of motion. Squar 
ing circuitry is provided for converting the normally analog 
waveforms to digital waveforms whereby simple digital 
band-pass filters may be used to sharply discriminate against 
those frequencies considered non-attributable to the particu 
lar motion of interest. 
0009 US2003222778A proposes arranging overlapping 
range rings from a pair of non-scanning radar or Sonar trans 
ducers, creating a grid structure within a Surveillance area 
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defined by their overlapping beam widths. Using PN coded 
transmission signals and Doppler signal processing, intruder 
targets are detected, located, and tracked as they move 
throughout the grid structure. Intruders are identified by com 
paring their movement pattern to those of known intruders. 
Three dimensional Surveillance areas can be monitored using 
3 or more transducer sites. 

0010 Advanced methods of distinguishing between dif 
ferent objects using Sonar systems do not use sensors attached 
to objects being tracked; also, they utilize various regimes of 
Sonar transmission and various processing techniques; the 
processing may be based on statistical/mathematical models, 
for example on algorithms for tracking or pattern recognition. 
(0011 US2007 121097A discloses a method and a system 
for range detection. The system may include a sensing unit for 
detecting a location and movement of a first object, and a 
processor for providing a measure of the movement. The 
processor can convert the measure to a coordinate signal for 
moving a second object in accordance with location and 
movement of the first object. The system can include a pulse 
shaper for producing a pulse shaped signal and a phase detec 
tor for identifying a movement from a reflected signal. A 
portion of the pulse shaped signal can be a frequency modu 
lated region, a constant frequency region, or a chirp region. In 
one arrangement, the pulse shaper can be a cascade of all-pass 
filters for providing phase dispersion. 
0012 US2003055640A suggests a parameter estimator 
for estimating a set of parameters for pattern recognition; it 
has a recognizer for receiving a training set having members. 
The recognizer performs recognition on the members of the 
training set using a current set of parameters and based upon 
a predetermined group of elements. A set generator associ 
ated with the recognizer generates at least one equivalence set 
containing recognized members of the training set, which are 
used by a target function determiner associated with the set 
generator to calculate a target function using the set of param 
eters. A maximizer updates the parameter set so as to maxi 
mize the calculated target function. A speech recognized 
comprises a Viterbi recognizer. Acoustic modeler embeds 
acoustic constraints into a statistical model. 

(0013 US2004.042639A describes a technique for motion 
classification using dynamic 5 system models. Portions of an 
input measurement sequence are classified into a plurality of 
regimes by associating each of a plurality of dynamic models 
with one a Switching state such that a model is selected when 
its associated switching state is true. In a Viterbi-based 
method, a state transition record is determined, based on the 
input sequence. A Switching state sequence is determined by 
backtracking through the state transition record. Finally, por 
tions of the input sequence are classified into different 
regimes, responsive to the Switching State sequence. In a 
variation-based method, the Switching State at a particular 
instance is also determined by a Switching model. The 
dynamic model is then decoupled from the Switching model. 
Parameters of the decoupled dynamic model are determined 
responsive to a Switching state probability estimate. A state of 
the decoupled dynamic model corresponding to a measure 
ment at the particular instance is estimated, responsive to the 
input sequence. Parameters of the decoupled Switching model 
are then determined responsive to the dynamic state estimate. 
A probability is estimated for each possible switching state of 
the decoupled Switching model. A Switching state sequence is 
determined based on the estimated switching state probabili 
ties. Finally, portions of the input sequence are classified into 
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different regimes, responsive to the determined Switching 
state sequence. In one embodiment, one or more constraints 
can be imposed on the classification. 
0014 US2012 106298A discloses a gesture recognition 
apparatus and method. The gesture recognition apparatus 
includes an ultrasound transmitter, an ultrasound receiver, a 
dividing module, a computing module, a gesture library, and 
a recognition module. The dividing module is configured to 
divide reflected ultrasound signals into a plurality of frames 
according to time intervals. The computing module is config 
ured to obtain an eigenvalue of each frame. The classifying 
module is configured to filter the eigenvalues to obtaingesture 
eigenvalues, and to obtain a matrix of probabilities of the 
gesture eigenvalues. The recognition module is configured to 
search reference matrices of probabilities from the gesture 
library for matching with the matrix of probabilities, and to 
recognize the gesture eigenvalues as a reference gesture cor 
responding to the reference matrix of probabilities if the 
reference matrix of probabilities is found. 
0015 There is still a need in such a technology which 
would provide a system with effective, controllable process 
ing not requiring prior training of the system, without place 
ment of active markers or inertial sensors at objects, and 
which would allow providing not only effective differentia 
tion between various objects (say, static and dynamic, human 
and non-human), but also distinguishing between details/ 
body parts of a specific object. 

OBJECT AND SUMMARY OF THE INVENTION 

0016. It is therefore an object of the present invention to 
provide a technique that allows satisfying the above require 
mentS. 

0017. The technique of interest should be relatively 
simple, controllable, capable of assessing objects for differ 
entiation and tracking thereof, and should be capable of fur 
ther classifying the objects into clusters of dynamic objects 
and clutter. 
0.018. The Inventors have realized that, in order to achieve 
accurate results, all presently known techniques for motion 
assessment utilize very complex, time and resource consum 
ing processing methods. 
0019. The Inventors have developed their own, relatively 
simple and inexpensive though effective method applicable 
for processing echoes obtained from objects being watched 
by sonar or radar systems. The Inventors’ two presently 
unpublished articles 6, 7 are incorporated herein by refer 
ence in their entirety. 
0020. According to a first aspect of the invention, there is 
proposed a method for distinguishing/acquisition of motion 
or activity among a plurality of objects possibly including one 
or more targets. 
0021. The plurality of objects may include static and 
dynamic, human and non-human objects. In the frame of the 
present patent application, the term target should be under 
stood as object(s) of interest. The term target is accepted in 
Sonar and radar systems as a group/assembly comprising one 
or more somehow associated objects. 
0022. The class of target can be, for example: static, 
dynamic, human, non-human; the class can be complex Such 
as "dynamic non-human', etc. and specified to types, for 
example a dynamic non-human target may be an animal or a 
mechanism; a human dynamic target may be an elderly per 
son, a baby, a sportsman, a handicapped person, an intruder, 
etc. 
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0023 Targets may be combined, i.e., for example may 
comprise an assembly of objects such as a human body hav 
ing a static torso and moving body parts, with a static bag. 
0024. The method is controllable and may be adapted to 
perform effective acquisition and classification of motions/ 
activity of various objects, but especially of dynamic objects 
of interest, Such as animals, robots, humans, as well as effec 
tive distinguishing of types of activities of humans of various 
ages and at various circumstances (presented by various 
implementations of the method). 
0025. The method may therefore beformulated as follows. 
0026. A method for distinguishing/recognizing a target 
(any target naturally belonging to a specific class), the target 
including one or more objects of interest possibly located 
among a plurality of objects, 
the method comprising stages of: 
0027 obtaining and processing Sonar or radar raw data 
(being data about Sonar or radar echoes), 
0028 tracking the objects of the plurality using the pro 
cessed raw data, 
0029 grouping the tracked objects by associating them 
into one or more groups, while hierarchically arranging the 
tracked objects in the groups and controllably applying prior 
knowledge at least about characteristic features or constraints 
of the targets class, 
0030 classifying the groups to classes, and determining 
whether any of the groups matches at least to the targets class 
(thereby distinguishing/recognizing said to target if located 
among the plurality of objects). 
0031. It goes without saying that, for obtaining sonar or 
radar raw data, the plurality of objects should be exposed to 
Sonar or radar signals, and echoes from the objects should be 
received; however the site and time where such takes place 
may coincide or not coincide with the site and time of pro 
cessing the Sonar or radar echoes comprising raw data. 
0032 Class(es) of possible/expected target(s) and their 
characteristic features and/or constraints may be known in 
advance, regardless whether a specific target is known in 
advance. The proposed method does not require prior knowl 
edge about features/constraints of the specific target. 
0033. The target may be distinguished as one of the 
formed groups, upon classifying the groups. No prior training 
is required. 
0034. The method may handle more than one target, in this 
case the prior knowledge may comprise characteristic fea 
tures of classes of all expected targets. 
0035. The controlled use of characteristic features of the 
targets class as prior knowledge (or constraints) at the group 
ing stage allows reducing complexity of computation at the 
classification stage and increasing the accuracy of motion 
acquisition. 
0036. The controlled use of such prior knowledge means, 
inter alia, that the constraints for static and/or dynamic 
objects may be selected according to a specific target and 
specific implementation of the method. For example, the con 
straints may include Sonar/radar signatures of dynamic 
objects, but may also include just reflection structure accord 
ing to which dynamic objects such as humans may be distin 
guished from walls or other static objects. Other prior knowl 
edge constraints for the grouping stage will be discussed in 
more details further in the summary and in the detailed 
description. 
0037. As mentioned, the targets may be different. The 
targets may be static, for example at indoor environment a 
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table, a chair, a wall, and at outdoor environment, of land or 
underwater, rocks, etc. The targets may be dynamic or static 
dynamic, and of different types, for example the class of 
human targets may have various types associated with a spe 
cific age and condition (for instance handicapped, elderly, 
babies, in a bed or moving), the class of non-human dynamic 
targets may comprise types such as animals, robots, cars, and 
other devices. 
0038. The prior knowledge may also comprise character 

istics and/or constraints of the targets type, of the medium 
(for example air or water) of the environment, etc. 
0039) Implementations of the method may be of various 
types depending on the purpose (security, medical care, 
underwater monitoring, etc.), which will be described later. 
0040. Therefore, the prior knowledge may also comprise 
characteristics and/or constraints of a specific implementa 
tion type, for example: characteristics of a specific medium, 
and dimension ranges, Velocity ranges, typical and atypical 
acceleration ranges per group of objects, and per object in the 
group. 
0041. The method may further comprise controllably 
applying prior information of at least the target's class char 
acterizing features and/or constraints at the stage of tracking; 
it should be noted that the prior information applied at the 
stage of tracking may differ from the prior knowledge (con 
straints) applied at the stage of grouping. 
0042. The method preferably comprises utilizing the sonar 
or the radar signals having high bandwidth, which allows 
increasing accuracy and resolution of necessary measure 
mentS. 

0043. In the definition given below, the term “signal’ 
should be understood as a Sonar or a radar signal. 
0044) The above-mentioned method may comprise a pre 
liminary stage of 

0045 receiving echoes of the signals from the objects, 
deriving the raw data from said echoes, and forwarding 
the raw data for processing (which may be performed at 
a different site). 

0046 More specifically, the method may further com 
prise: 

0047 performing the raw data processing, thereby 
obtaining one or more echo properties taken for an echo 
“k' at time instance “m', the one or more echo proper 
ties being selected from an echo properties list compris 
ing at least t.", I.", p?", p." 

0048 where 
0049 t” is kth echo's delay at time instance m 
0050 I" is kth echo intensity at time instance m 
I0051 p?" is the cross-correlation coefficient 
between the k, and 1 echoes' shapes, at time instance 

0052 p"" is the auto-correlation coefficient 
between the kth echoes shapes, at time instances m, 
and m+1. 

0053 performing the stage of tracking the objects, com 
prising controlled processing of the one or more 
obtained echo properties and mapping thereof to 
objects, thereby obtaining, for each of the objects, one or 
more object properties taken for object nattime instance 
m, the one or more object properties being selected from 
an object properties list comprising at least 

0054 (d", v", S.", P."), where 
0055 d" is the nth object location estimate at 
time instance m; 
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0056 v" is the nth object velocity estimate at 
time instance m, derived by either deviation of loca 
tion estimates, d", or by the Doppler effect; 

0057. S." is the nth object size estimate at time 
instance m, estimated for example by the number of 
echoes related to object n and their intensity 

0058 P." is the nth object pattern, for example 
estimated using spatial-temporal autocorrelation 
between echoes associated with object n: 

0059 performing the stage of grouping of the objects by 
controllably associating the objects into groups based on 
one or more similar said object properties, with the 
hierarchically arrangement of the objects being mem 
bers in the groups so that each of the groups comprises a 
main object and at least one sub-object, thereby obtain 
ing for each of the groups a combined set of object 
properties of all members of the i'th group, at time 
instance m, 
I0060 (d", v", S.", P.": . . . 
d"): 

0061 based on the combined set of object properties 
and their hierarchy, deriving one or more group features, 
for each i'th group over a time window “W, the group 
features being selected from a group features list com 
prising at least vi, o, and N”, u, o,”, where 
I0062 v' is average velocity in the group over a 
time window W: for instance, velocities may be rela 
tive to that of one moving or static object in the i'th 
group, 

I0063 o' is average location standard deviation 
over the time window W. possibly relative to one static 
or moving object in the i'th group, 

I0064 N is the number of dynamic/static objects 
in the i'th group over a time window W 

0065 u” is average auto-correlation of the 
objects in the i'th group 

0066 O’ is standard deviation of the auto-corre 
lation of the objects in the i'th group: 

0067 performing the classification stage by controlla 
bly applying, to the group features per group, at least 
prior knowledge on characterizing features and/or con 
straints of the targets class, corresponding to one or 
more of the group features, thereby determining whether 
at least one of the groups matches to the targets class. 

0068 Preferably, the classification stage comprises 
obtaining a list of classes of the groups, determining class and 
type of each group, as well as level and type of activity at least 
of some of the groups. 
0069. It should be kept in mind that more echo's properties 
can be extracted from the raw data (for example, distortion of 
the echo pulse shape, etc.). 
0070. It should also be noted that all the properties and 
features discussed in the method are functions in the coordi 
nates of time and space. The time coordinate is expressed by 
the index “m', while the space coordinate is reflected by 
changes in delay, intensity, correlation, location, etc. 
0071. Additional group features may be derived according 
to the distribution of displacement, or Velocity in the group, 
and spatial-temporal correlation properties between the 
objects in the group. 
0072. As mentioned before, the human motion tracking 
and classification method/system may be adapted to operate 
in different environments and mediums. One exemplary type 
of environment is any on-land environment, and another 



US 2014/026686.0 A1 

exemplary type is any underwater environment. Similar 
analysis tools can be applied to all of these environments, and 
be adapted to separate between human and non-human 
objects, and further, to classify human activity into different 
classes. 
0073. The proposed patent concept can be applied, in addi 
tion to on-land applications such as security, bio-medical 
implementations etc. also for S-called underwater applica 
tions (such as security, identifying humans in the water, dis 
tinguishing between divers and fish, etc). 
0074 The underwater security applications may include, 
for example marine applications to identify terror attacks, and 
to provide alerts based on detecting Suspicious movements in 
the sea, near secured places and facilities. 
0075. The patent concept can also be applied to identify 
drowning people in Swimming pools and in natural water 
reservoirs (lake, river, Sea, ocean). By applying the described 
method, the operator/program will be able to identify whether 
a rock, a fish, a diver isfare detected, and whether the diver is 
Swimming, standing, or performing another type of activity. 
0076 Further, more details about the stages will be dis 
closed. 
0077. The stage of tracking may be performed flexibly, 
wherein the controlled processing comprises 
0078 applying prior information about objects of interest, 
and 
007.9 performing splitting and/or merging of the echoes 
for tracking newly appearing, disappearing, and/or trans 
forming objects in the plurality. 
0080. The prior information for controlling the tracking 
stage may, for example, include accuracy degrees and sensi 
tivity thresholds, and info about static or dynamic objects of 
interest (targets), for example in case the target is a human, the 
info may relate to typical or expected human activity, bound 
aries on ranges of velocities of different body parts. The prior 
information may further comprise a constraint of continuity 
or similarity of movement features, overtime, of various body 
parts. 
0081. The tracking stage is preferably performed as a 
multi-object, statistical similarity tracking procedure, regard 
less any differences between the tracked objects, i.e. without 
attempts of pre-classifying thereof at the tracking stage. 
0082. The multi object tracking procedure may be based 
on various statistical criterions. Such as Maximum Likelihood 
Estimator (MLE), Minimal Mean Square Error (MMSE). 
0083. The Inventors have proposed a simplified effective 
correlation tool for the statistic tracking procedure, being a 
simplified Branch Metric Approximation, wherein the branch 
metric Me" between echoes k and 1 for time instance m, can 
be defined essentially close to: 

and where 

min(II", i.") Ad", = |d." - d", II", = Ti, C = |d. p-1, In, max(II", IFI) 

p", are measures of distance, intensity, and cross-correla 
tion between the kth and the 1th echoes (supposed objects), 
and 
C, B, Y. are constants; may be determined experimentally and 
reflecting reliability and significance of the distance (d), the 
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intensity (I), and the cross-correlation (p) measures respec 
tively to the detection probability. 
I0084. The prior information for controlling the tracking 
stage may therefore also comprise selecting the constants C. 
B. Yaccording to the specific objects of interest. It should be 
noted here, that the tracking stage operates on the echoes 
properties with their indexes (as also seen in the metric M." 
above), and after merging, splitting, and deletion operations 
of the tracking, the output of the tracking stage presents the 
tracked objects, with their properties and related indexes. 
I0085. The grouping stage of the method will be now dis 
closed in more details. 
The stage of grouping the objects may further comprise 

I0086 receiving object properties of each of the objects, 
upon being determined at the tracking stage; 

0.087 associating the objects into groups by utilizing 
the received object properties, so that each of the groups 
is formed based on statistical similarity of at least one of 
the object properties for members of the group; thereby 
presenting each group as a combined set of object prop 
erties of all members of the group: 

0088 simultaneously with or after the association of the 
objects into groups, hierarchically arranging the objects 
in each of the groups by controllably applying the prior 
knowledge about at least the target's class (say, about 
dynamic objects of interest) in the form of one or more 
characteristic features or constraints selected from the 
list comprising at least dimensions, Sonar/radar signa 
tures and Velocity ranges characteristic for the targets 
class (and possibly type: for example for the dynamic 
human objects). 

Therefore, additional control in the grouping stage (over the 
controlled applying of prior knowledge on class of the target) 
may be effected, for example, by selecting the object property 
for forming groups (for example location or Velocity maybe 
used for integration (grouping) of multiple Sonar/radar 
nodes), and/or by selecting the prior knowledge in the form of 
constraints related to types of objects of interest and accord 
ing to specific implementations of the method, including 
of-land and underwater implementations 
0089. The constraints can be defined for each time 
instance m, or for a window of time W. and may comprise: 
specific body dimensions (usually proportional to intensity of 
the sum of objects that relate to the body), pattern of change 
and kinematic features of the class/type of target, like accel 
eration or Velocity range. 
0090. Various types of implementations of the method 
may, for example, be intended for: 

0.091 watching some static environment and expecting 
Suspicious movement of targets which should be all 
static, for example for detecting burglary in a closed 
museum; 

0092 watching a baby or a sick patient in a bed, where 
weak movements are to be detected and analyzed, 

0.093 watching an elderly person who may suddenly 
need help, 

0094) watching a number of people in a closed space, 
for example in a bank, and detecting any of these human 
targets approaching a static target, such as a safe or 
another human target Such as a cashier; 

0.095 monitoring of internal body parts for various 
medical or Scientific purposes, 

0.096 monitoring a human being which may appear in 
any underwater environment, for example a Swimmer/ 
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diver/drowning person in a Swimming pool or in natural 
water reservoirs, for example near some specific objects 
of civil or military interest in a sea?ocean; 

etc. 

0097. In different implementations, different displace 
ment ranges, Velocity ranges and/or acceleration ranges may 
serve as respective constraints, for example: 
a) monitoring of sick patients or babies in a bed is associated 
with specific Small ranges of displacement and Velocity, 
b) monitoring of intruders requires specific different velocity 
ranges, usually along with a constraint of conventional human 
body dimensions, 
c) monitoring of children is usually performed with a con 
straint of childish body dimensions, 
d) monitoring static objects which may be stolen/displaced 
and thus become quasi-dynamic, may be possible with a 
constraint of atypical acceleration, 
e) monitoring elderly people which may fall may also be 
performed with a constraint of atypical acceleration, 
f) monitoring internal body parts of humans/animals may 
require more than one Sonar sensors/systems, dimension con 
straints of a different, Suitable scale and accuracy which 
would allow further creation of medical images. 
g) monitoring a human in the underwater environment may 
require additional information about specific different veloc 
ity ranges and characteristic movements of a Swimming/div 
ing/drowning person, about dynamic characteristics of pos 
sible underwater objects or clutter of objects including rocks, 
sand, flora and fauna, and fish, for further comparison and 
filtering them out; also, and of course about specific charac 
teristics of the medium itself and the influence of that medium 
on the parameters used in the method. 
0098. For the hierarchical arrangement, the objects in each 
group may be sorted according to their different properties, 
for example according to objects size (corresponding to 
intensity), so that the largest/most intensive object will be 
assigned as the main object and others as Sub-objects. 
Another example is using a feature of relative location of the 
objects in the group which allows selecting the main object as 
that to which members of the group are closer than to other 
objects. 
0099] To indicate the arranged hierarchical order, the list 
of object properties may comprise additional mark/indica 
tion, for example specifically marking the main objects 
object properties. 
0100. It is to be emphasized that the above-proposed hier 
archical arrangement of objects in the groups contributes to 
reduction of computational complexity of classification at a 
further stage. 
0101. As mentioned above, the hierarchical arrangement 
of the objects within the groups may be further followed by 
calculating the group features for each of the groups, based on 
the combined set of object properties and the hierarchy of 
members of the group, and providing the set of features, per 
group, to the classification stage. 
0102 The grouping stage may comprise iterative proce 
dures of merging and/or splitting the formed groups, to adjust 
the obtained results of grouping. To adjust the grouping 
results, adjustment of the prior knowledge constraints may be 
required, for example by feedback. 
0103) The step of calculating the group features may form 
part of either the grouping stage, or the classification stage. 
0104. The grouping operation proposed by the Inventors, 
comprising the hierarchical arrangement of objects within the 
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group using constraints related to the objects of interest, and 
being followed by further calculation of the group features, 
allows minimizing the computational complexity at the clas 
sification stage, and enables classifying the entire plurality of 
objects independently and effectively. The method is most 
advantageous in the cases when the objects include dynamic 
targets. 
0105. In other words, at the classification stage, the group 
features ensure effective distinguishing of the target as one 
(sometimes one or more) of the formed groups, if the target is 
present among the plurality of objects. The method also 
allows further acquisition of motion and activity of the target 
(if the target is dynamic), by applying further Suitable classi 
fication. 
0106 Moreover, the described grouping stage (especially 
in combination with the preferred tracking stage and the 
classifying stage as further described) allows obtaining a 
simple and more controllable processing algorithm that mini 
mizes the need in knowledge on exact object properties in 
advance, and excludes a tedious prior training phase from the 
method. 
0107 The classification stage of the proposed method may 
be performed as a multi-level classification procedure to dis 
tinguish static, dynamic, human, non-human targets and 
types and levels of the targets activity. 
0108. The classification stage comprises: 

0.109 obtaining the group features derived for each of 
the groups, and 

0110 based at least on a set of the target's class features 
known in advance and respectively corresponding to the 
obtained group features, determining at least one group 
corresponding to the target's class (if the target is indeed 
present), thereby distinguishing the target. 

0111. It is logical that the prior knowledge of the classifi 
cation stage comprises Suitable information on other classes, 
so a list of classes comprising more than one class may be 
formed for the groups, the class of each group may be deter 
mined, wherein the classes comprising at least static/dynamic 
and human/non-human classes. Further, the activity type and 
level of groups may be classified. 
0112 The mentioned, known in advance set of targets 
class features respectively corresponding to the group fea 
tures may, for example, comprise: Velocity, standard devia 
tion of location, spatial and temporal correlation and auto 
correlation of echoes. 
0113. The set of the above-mentioned target features may 
be utilized (alternatively or in addition) in the form of criteria 
Such as thresholds or ranges, produced from the target fea 
tures, thus enabling distinguishing between static and 
dynamic, human and non-human groups (and therefore— 
targets). 
0114. It is understood that the final classification will 
depend also on the prior information and the prior knowledge 
selected and applied in the method at the preceding stages of 
processing. 
0115 The list of classes may be determined by a director 
a multi-level classifier. 
0116. The multi-level classification may be implemented, 
for example, by a k-NN classifier. 
0117. In the proposed classification, the activity type and 
level being defined at least for the human class. 
0118. The activity type and level may also be defined for 
animal targets. 



US 2014/026686.0 A1 

The multi-level classification may optionally utilize sonar/ 
radar signatures for classifying specific targets. 
0119. In one specific version of the method, the signals are 
Sonar signals and the system implementing the method is a 
Sonar system. 
0120. One important feature of the proposed method is 

utilizing a high bandwidth (wideband) Sonar or radar signal. 
The wide range of frequencies of Such a signal can give 
frequency related information about different objects struc 
ture, material, and can also give accurate information about 
location of the objects. 
0121. In one version of the method, it comprises: 

0.122 emitting a combination of Sonar signals compris 
ing one or more different frequencies, typically in a 
bandwidth between of about 5 kHz and of about 1000 
kHz: 

0123 applying the combination of the Sonar signals to 
environment where the plurality of objects possibly 
including one or more of targets, are expected to be 
located. 

0.124. The method may further comprise collecting and 
processing echoes resulting from the combination of Sonar 
signals, including: 

0.125 processing the collected echoes by utilizing a set 
of a-priori knowledge thereby transforming the set to 
constraints for further use in the method; results of the 
processing thereby enabling more effective distinguish 
ing of different objects of the plurality from one another. 

0.126 The method therefore allows obtaining much more 
(additional) working features/parameters/properties of ech 
oes, than other methods, therefore increasing at least the 
tracking, and the classification accuracy of the method. 
0127. The additional information may be then trans 
formed into object properties which may then participate in 
forming the group features, thus may be helpful for any stage 
of the method—tracking, grouping, specification. For 
example, such features may be helpful for distinguishing the 
human objects from other objects, for distinguishing different 
human objects from one another and different body parts of 
one human object. 
0128. In one version of the method, such additional 
parameters may be directly used for distinguishing different 
parts of a dynamic object (Such as body parts of a human 
object), at any stage of the method. 
0129. The mentioned combination of sonar signals may 
include one or more of those mentioned in the following 
non-exhaustive list: 

0.130 a Sonar signal comprising chirps, wherein the 
chirp being an acoustic pulse comprising pulse portions 
having different frequencies, for example a Frequency 
Modulated (FM) chirp: 

0131 a broad spectrum Sonar signal comprising a 
sequence of short pulses having high power at a number 
of different frequencies; 

0132 a Sonar signal being a combination of constant 
frequency (CW) portions and chirp (FM) portions: 

0.133 a Sonar signal comprising multiple harmonics; 
0.134 sonar beams adaptable by at least one parameter 
from a non-exhaustive list comprising frequency, direc 
tion, width: 

0.135 a combination of Sonar signals emitted by more 
than one Sonar transmitters, (say, for scanning a closed 
space in 2D or 3D constellation). 
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0.136 The high, actually ultrasonic, bandwidth and quite 
high energy of the Sonar pulse (and/or high Signal to Noise 
Ratio SNR) enables distinguishing between objects using the 
enhanced, due to the high bandwidth, correlation properties/ 
features, compared to narrow bandwidth techniques, and 
enables more accurate range assessment. 
0.137 Finally, the method may also comprise creating an 
image of the target and preferably, also of its Surroundings. 
The imaging may be based on utilizing the object properties 
obtained after the tracking stage, and/or on utilizing the group 
features obtained when performing the grouping (clustering) 
stage, monitored in the time-space coordinates. For example, 
the object property of location over time and group features 
Such as average Velocity or deviation may be utilized for 
creating a time-space diagram of each object, a time-space 
diagram of the group and there-from a general image of the 
target with specified portions of the image. 
0.138. To increase the image resolution, a combination of 
Sonar beams may be used. For example, a number of beams 
may be emitted by a number of Sonar transmitters and 
received by a number of Sonar sensors; alternatively, one or 
more sonar beams may be controllably directed. 
0.139. The method may be further adapted for monitoring 
internal body parts of humans or animals, so as to create a 
medical image. 
0140. In another specific version, the method may be 
adapted for monitoring objects and distinguishing targets in 
an underwater environment. 
0.141. According to a second aspect of the invention, there 

is also provided a suitable system for implementing the 
above-defined method. 
0142. In other words, there is provided a system designed 
for distinguishing (detecting, classifying and recognizing) a 
target, the target including one or more objects of interest 
possibly located among a plurality of objects exposed to Sonar 
or radar signals, 
0.143 the system comprising a processing block accom 
modating therein: 
0144 a unit for processing Sonar or radar raw data 
obtained from the plurality of objects, 
0145 a unit for tracking the objects using the processed 
raw data, 
0146 a unit for grouping the tracked objects by associat 
ing the objects into groups while hierarchically arranging the 
tracked objects in the groups, wherein the unit for grouping is 
controlled at least by applying prior knowledge about char 
acteristic features or constraints of the targets class; 
0147 a unit for classifying the groups and recognizing the 
target by matching the groups classes to the target's class. 
0.148. The prior knowledge may also comprise character 
istic features and/or constraints of the targets type. Further, 
the prior knowledge may comprise characteristic features 
and/or constraints of a specific implementation type, of the 
specific environment where the target is monitored (for 
example, the medium of the environment). Therefore, the 
target distinguishing becomes fine-tuned. 
014.9 The system may be designed so that to accept prior 
knowledge with similar data about multiple targets and per 
form tracking, grouping and classifying of multiple targets in 
the most effective manner. 
0150. The system may be located remotely from, or 
directly at the site where the objects are watched by sonar or 
radar signals. The system may be in the form of the processing 
block which, for example, may be accommodated in the 
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receiver of Sonar or radar signals. In any case, the extended 
system may comprise the Sonar/radar transceiver perse, i.e. a 
transmitter for transmitting the Sonar or radar signals, a 
receiver for detecting echoes thereof, extracting raw data 
from the echoes, a synchronizing means between the receiver 
and the transmitter, and a communication line for forwarding 
the raw data to the processing block. 
0151. The system may further comprise multiple sonar/ 
radar transmitters and a common receiver or an assembly of 
interconnected receivers capable of producing information 
for combined processing. 
0152. In a specific embodiment, the proposed system may 
comprise a Sonar or a radar assembly configured for creating 
an image of the target, based on results produced by the 
mentioned processing block (i.e., that capable of implement 
ing the proposed method). 
0153. The sonar assembly configured for creating images 
may, for example, constitute an ultrasound device for moni 
toring internal body parts (of any type existing in the market 
of medical devices). Accuracy of Such a device may be 
improved by implementing the proposed technology for dis 
tinguishing targets (i.e., by utilizing the data Supplied by the 
described processing block). 
0154 The sonarassembly configured for this purpose may 
be attachable to a patient's body (for example, a human’s 
body). 
0155. In another specific embodiment, the system may be 
designed/configured for monitoring objects and distinguish 
ing targets in an underwater environment. 
0156. As a third aspect of the invention, there is further 
provided a software product comprising computer imple 
mentable instructions and/or data for carrying out the above 
described method, the software product being stored on an 
appropriate computer readable storage medium so that the 
Software is capable of enabling operations of said method 
when used in a computerized system. 
0157 Additionally, there is provided a computer readable 
storage medium (a server, a hard disc, a removable disc, etc.) 
accommodating the Software product or a portion thereof. 
0158. The method, the system, as well as the processing 
functionality thereof will be disclosed in more details, with 
reference to the following drawings, in the detailed descrip 
tion. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0159. The patent or application file contains at least one 
drawing executed in color. Copies of this patent or patent 
application publication with color drawings will be provided 
by the Office upon request and payment of the necessary fee. 
(0160. The invention will be further described with refer 
ence to the following non-limiting drawings in which: 
0161 FIG. 1a (prior art) schematically shows a simplified 
1-D embodiment of an active Sonar system. 
0162 FIG. 1b (prior art), schematically illustrates how a 
received Sonar signal is periodically sampled in a receiver. 
0163 FIG. 1c (prior art), shows some sonar echoes/reflec 
tions received from objects in the medium and extracted at the 
Sonar receiver. 
0164 FIG. 2 schematically shows a simplified flow-chart 
of a processing phase of the proposed method of motion 
acquisition, which comprises stages of tracking, grouping 
and classifying objects. 
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0.165 FIGS. 3a, 3b schematically illustrate an approach 
used by the Inventors for the statistical processing while 
tracking of the detected objects. 
0166 FIGS. 4a, 4b, 4c., 4d, 4e, 4f show experimentally 
obtained Sonar diagrams which illustrate forming a small 
number of groups based on object properties of a much 
greater number of tracked objects. 
(0167 FIGS. 5a, 5b, 5c, 5d show graphs which schemati 
cally illustrate forming of groups and selecting main elements 
in the groups. 
0168 FIG. 6 shows a schematic diagram for the optional 
categorizing of objects in the group to static and dynamic. 
(0169 FIGS. 7a, 7b,7c, 7d show experimental graphs illus 
trating results of using prior knowledge constraints at the 
grouping stage. 
0170 FIG. 8 depicts a two-level decision tree classifier for 
distinguishing classes of groups, and further activity type and 
activity level estimation. 
0171 FIG. 9 depicts an exemplary graphical diagram 
illustrating results of classification of multiple objects com 
prising a number of dynamic objects. 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS 

0172. The examples presented below mainly relate to a 
Sonar system, while are applicable, mutatis mutandis, to radar 
systems. 
0173 FIG. 1a schematically shows a simplified 1-D 
embodiment of an active sonar system having a transmitter 
10, a receiver 12 synchronized by cable 16, and a processing 
unit 14 connected with the receiver (and optionally with the 
transmitter) via a communication line 18. The processing unit 
14 of the prior art system has been modified by the Inventors 
and actually constitutes the main portion of the system imple 
menting the proposed method. In a specific embodiment, the 
processing unit may be incorporated in the receiver 12. The 
flow chart of the proposed method will be described with 
reference to FIG. 2. 
0.174 FIG. 1b (the upper diagram) schematically illus 
trates how a received Sonar signal is periodically sampled in 
a receiver. The dashed vertical lines are time moments/in 
stances (m-l, m, m+1 ...) of sampling Sonar pulses emitted 
by the transmitter 10. Echoes appearing within the period T of 
pulse repetition are echoes of different objects, arriving to the 
sonar receiver 12 with respective different delays t, count 
from a sampling pulse of the transmitter. 
0.175 FIG. 1c (the lower diagram) shows the enlarged 
view of the encircled portion of FIG. 1b (between a pulse 
repetition period), with the sonar echoes received from 
objects in the medium and extracted at the sonar receiver. The 
image of FIG. 1c shows extraction of echoes from the con 
tinuous received signal. The signal includes two main echoes 
in the period of the mth pulse repetition. Maximal detected 
intensities of the two main echoes (shown by two vertical 
arrows) allow concluding that two objects are situated in the 
medium/area monitored by the Sonar System. 
(0176) The following description to FIGS. 1b and 1c 
mainly comprises the background information concerning 
Sonar systems. 
0177. The simplest active sonar system is an active sonar 
node composed of an acoustic transmitter (speaker) 10, an 
acoustic receiver (microphone) 12, and a processing and stor 
age unit 14. A pulse is transmitted into the medium where the 
desired object (say, a human) is located. The Sonar receiver 
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receives acoustical reflections (echoes) of the transmitted 
pulse from the medium. The reflections convey information 
about object location, structure, and sometimes composition. 
Each echo is characterized by its attenuation and a delay. The 
received signal at continuous time tand at the time instance m 
of pulse repetition is: 

where p(t) is a transmitted pulse implemented by Linear 
Frequency Modulated (FM) chirp, m is the sampling pulse 
index and T is the pulse repetition time, t, is the kth echo 
delay in the mth pulse, f, is its related attenuation factor 
which is commonly assumed to be constant during the obser 
Vation time and affected by geometrical factor and atmo 
spheric attenuation factor due to humidity, r(e) is an attenu 
ation factor determined by the bearing angle Ø of the Sonar 
and by the Sonar received and transmitted radiation pattern, 
and n(t) is an additive noise component. The noise includes 
thermal and amplifier noise which can be modeled by white 
Gaussian processes, distortion from non-linearity of the 
speaker membrane, and interference of other low frequencies 
echoes. 
0.178 The sonar system can be extended to a set of mul 

tiple sensor nodes. Each Sonar node is capable of sensing 
motion features in one dimension (1-D). To assess motion in 
three dimensions (3-D) at least three sensor nodes employed 
in different locations are needed. 

0179 Each object in the environment reflects the signal 
according to its so-called cross-section. The cross section 
depends on the object material, its surface, its size, and also 
depends on the transmitted pulse central frequency and band 
width (thus allowing to extract additional parameters at dif 
ferent frequencies). The reflection coefficient depends on the 
acoustic wave frequency, and moves between 0 (absorption in 
the object) to 1 (full reflection). For pulse spectrums with 
frequencies in the range between 40-80 KHZ (wave lengths 
values, w, move between 0.68-1.37 mm) the body parts and 
large scatterers/reflectors in the medium, like walls, will 
reflect most of the transmitted pulse in a similar manner. 
Reflections from small body parts with surface of few centi 
meters, or a textured surface with different distances from the 
Sonar, will have a varying pattern, which can be significantly 
different from those produced by wide reflectors like walls. 
0180 Implementations for transmitting and detecting of 
reflected Sonar signals will not be discussed in the frame of 
the present patent application, since they may be performed 
by means known to those skilled in the art. 
0181. The received signals (in the receiver 12) are usually 
sampled every period of t seconds. The samples of M con 
secutive pulse repetitions are stored in an observation matrix 
r of size MXN, where N=T/T is the number of samples in 
each pulse repetition. The received echoes are related to dif 
ferent reflections of the pulse at different locations in the 
medium, and therefore are related to the spatial dimension/ 
coordinate. The distance between the reflecting object and the 
acquisition system is proportional to the echo's delay and to 
the propagation velocity which equals to the speed of sound. 
The pulse repetition period T includes signal reflections from 
all over the medium. From the raw data of the matrix 'r', the 
echoes properties are further calculated. 
0182. In the inventive technique which will be described 
below beginning from FIG. 2, the Inventors also propose 
using the high bandwidth Sonar/radar signal. This allows 
receiving better resolution and accuracy in the measurements. 
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Moreover, the reflection coefficients of objects to different 
frequencies of the sonar signal will be different and there 
fore more information will be available (per desired fre 
quencies up to 1000 kHz) for characterizing properties of 
different targets. 
0183 FIG. 2 schematically illustrates an exemplary flow 
chart diagram of a so-called processing phase of the proposed 
method for motion acquisition and targets recognition. The 
processing phase comprises the following main stages: stage 
19 of obtaining echo properties, stage 20 of tracking the 
objects, stage 22 of grouping the objects, and a classifying 
stage 24 (shown by the respective blocks). Between the 
grouping stage and the classifying stage, a Sub-stage can be 
shown, which is responsible for calculating group features. In 
a system implementing the proposed method, the processing 
may be performed by hardware, firmware and/or software 
units incorporated in its Sonar (or radar) receiver or in a 
remote processing unit (see FIG. 1a). 
0184. In order to reduce the computational resources and 
to exclude Some of the noise, only strong echoes will be 
selected according to their received Signal to Noise Ratio 
(SNR) value, using a Detection Threshold (DT), which deter 
mines the size (intensity) of the detected object and the noise 
tolerance of the system. 
0185. The flow chart diagram of FIG. 2 utilizes the follow 
ing main properties, features, and prior information. 

Echo Properties 
0186 Main echo properties characterize echoes received 
from a plurality of objects exposed to Sonar or radar signals. 
0187. There are several main echo properties which the 
Inventors propose to use in the proposed method. 
0188 One or more echo properties taken for an echo “k” at 
time instance “m', can be derived in the method. The echo 
properties list comprises at least T.", I.", p?", pistl 

(0189 where 
0.190 t," is kth echo's delay at time instance m 
(0191 I" is kth echo intensity at time instance m 
(0192 p", is the cross-correlation coefficient 
between the k, and 1 echoes' shapes, at time instance 

(0193 p"" is the auto-correlation coefficient 
between the kth echoes shapes, at time instances m, 
and m+1. 

0194 As shown in the exemplary flow chart diagram of 
FIG. 2, the input of the Tracking stage 20 is formed by Echo 
properties (21) and by Prior information (marked 23), used as 
control information. Prior Information comprises at least 
accuracy and sensitivity data, and target's features, for 
example static and dynamic objects characteristics or con 
straints, such as a constraint of continuity of movement of a 
human body (other constraints of dynamic objects kinematics 
can be used). 
0.195 A human body can be virtually separated to a num 
ber of body parts (BPs). Each body part has its different 
kinematic pattern in different activities. This pattern can be 
captured by the body part displacement over time. The kine 
matic features of the human can be derived from the all group 
of body part displacements. Each body can be divided to 
relatively static components (e.g. torso, head), and to 
dynamic ones (e.g. upper and lower limbs moving while 
walking) components. Specific methods are known in the art 
for formulating so-called 'sonar signatures of human body 
and its parts. 
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0196. In some cases, it is more informative to use not the 
absolute body part displacement, but the displacements rela 
tive to the torso. In activities like gait, where the whole body 
moves, some of the body parts, like the head, will have a 
relatively constant displacement from the torso, while the 
upper and lower limbs will have their periodic displacement 
patterns. 
0197) In case the main concern is tracking the human 
motion, the use of prior information comprising kinematic 
constraints can improve the tracking process accuracy. For 
example, the simple range of spread of different body parts 
can eliminate echoes, that are not related to the human. The 
control may also be provided by adjusting tracking criteria 
C.B.Y and parameters of the Branch metrics (will be described 
with reference to FIGS. 4a, b). 
0198 In the specific proposed diagram of FIG. 2, one may 
note that prior information/knowledge on targets (objects of 
interest) is utilized at each stage of the method. It should be 
emphasized, that usual prior art processing techniques utilize 
Such information at the classification stage. 
0199 For reducing complexity of computation at the clas 
sification stage and increasing the accuracy of motion acqui 
sition, the proposed method recommends using the prior info 
on targets characteristic features before the classification 
stage (for example, in the grouping stage, in the tracking stage 
or both in the grouping and the tracking stages). 
0200. The functionality the tracking unit (stage) 20 will be 

briefly described with reference to FIGS. 3, 4. 
0201 The tracking stage/unit 20 produces, at its output 25, 
object properties per object, presented as sets of properties for 
respective detected and tracked objects. The object properties 
are determined by mapping echo properties to Supposed 
objects. 
0202 One or more object properties taken for object nat 
time instance m, can be determined from the proposed list 
comprising at least 

0203 (d", v". S.", P."), where 
0204 d" is the nth object location estimate at 
time instance m; 

0205 v" is the nth object velocity estimate at 
time instance m, derived by either deviation of loca 
tion estimates, d", or by the Doppler effect; 

0206 S." is the nth object size estimate at time 
instance m, estimated for example by the number of 
echoes related to object n and their intensity 

0207 P." is the nth object pattern, for example 
estimated using spatial-temporal autocorrelation 
between echoes associated with object n. 

0208. In other words, the above object properties 25 can be 
understood as: 
0209. The distance (d) between the target and the sonar 
system at time instance m, C.", is the round trip time divided 
by factor of two. The distance covered by the sonar system is 
determined by the pulse repetition frequency and by the pulse 
width to 
0210 Object position (location) can be obtained by range 
(distance) and azimuth and elevation angles from the Sonar to 
the object, or by using multiple Sonar sensors located at 
different locations, using statistical or geometrical methods. 
0211. Object velocity (v) is a simple motion feature of the 
object, and can be obtained either by measuring of Doppler 
shift, or in case of high SNR of the system, by deviation of the 
object location. 
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0212. The spatial-temporal correlations (proportional to 
P) of the different received echoes can indicate, in some cases, 
a characteristic of the object. In particular, whether the 
echoes are related to the same or different objects, or are just 
interference. 
0213. Object dimensions (proportional to S) can be esti 
mated by analysis of the number of echoes reflected from an 
object, their spatial spread, and by their energy. An indication 
to the object dimension is the echo's intensity, which is nor 
malized by the factor of the range, and captures most of the 
echoes reflected from one proximate. 
0214. The object properties 25 are forwarded for grouping 
at the grouping stage (block 22) and form its first input. 
0215. The second control input 27 to block 22 is formed by 
Prior knowledge comprising the targets (for example, human 
body) characteristic features and/or constraints. The human 
body characteristics/constraints may include, for example. 
Velocity/acceleration range, dimensions, Sonar signature 
(pattern), etc. 
0216. It should be noted that the control box 27 takes into 
account at lest the target's class features/constraints, but pref 
erably—those of the targets type (say, an elderly patient) and 
further preferably—of the type of implementation of the 
method (for example, watching an elderly patient when mov 
ing in a room). The grouping stage/block 22 can be divided 
into Sub-stage of grouping objects based on similar properties 
(block 26), followed by or performed simultaneously with a 
Sub-stage of determining main objects and Sub-objects in the 
group (the hierarchy block 28). The Prior knowledge 27 is 
preferably used for the sub-stage 28, to determine main 
objects and Sub-objects in the group. However, it may be also 
utilized for the grouping itself (26). 
0217. The grouping process may terminate by determin 
ing groups of object properties, wherein each group com 
prises sets of “object properties” of respective objects being 
members of the group. This result is shown as group proper 
ties (better to be called combined sets of object properties), 
per group, at the output 29 of the grouping block 22. The 
combined set of object properties of all members of the i'th 
group, at time instance m can be written down as follows: 

0218 d", v", S.", P., "...d." ... }; 
0219. However, the grouping process may additionally 
comprise a step which is schematically shown as block 30. 
(Block 30 may be considered part of the grouping stage 22, 
but may be considered part of the classification stage 24). 
0220 Block 30 performs calculation of group features, per 
group, based on the combined sets of object properties of 
members of the group and the hierarchy of objects with a 
group. Each set of group features preferably comprises one or 
more of the following features derived for each i'th group 
over a time window “W"v", o, and N”, u, o, 
where: 

0221 v' is average velocity in the group over a time 
window W, for instance, velocities may be relative to 
that of one moving or static object in the i'th group, 

0222 o' is average location standard deviation over 
the time window W. possibly relative to one static or 
moving object in the i'th group, 

0223) N' is the number of dynamic/static objects in 
the i'th group over a time window W 

0224 L is average auto-correlation of the objects 
in the i'th group, and 

0225 O’ is standard deviation of the auto-correla o 
tion of the objects in the i'th group. 
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0226. Alternatively to some of the above features, or in 
addition, Some other group features may be determined, for 
example: 
0227 distribution between max and min velocities in the 
group, pattern similarities of objects in the group. 
0228. The sets of group features are fed to the classifica 
tion stage processing 24. 
0229. The classification is performed under control of 
prior knowledge target features 31 or criteria 33 which actu 
ally implicitly incorporate the characteristic features and/or 
constraints of a Supposed target (i.e., of the Supposed targets 
class, and type, possibly of the type of implementation), 
Applying the control/criteria of 31, 33 enables to distinguish 
between dynamic-static or human-non-human character of 
the group. These features and criteria may be characteristics 
or thresholds of Velocity, standard deviation of location, spa 
tial and temporal correlation and auto-correlation of echoes. 
Actually, the nature of the constraints 31 and criteria 33 
respectively correspond to main group features mentioned 
above, so as to classify the groups according to their features 
and thus to distinguish the target. 
0230. The classification block 24 performs multi-level 
classification over the group features. As a result, a list of 
classes is produced, the groups are classified into static, 
dynamic, human and non-human classes. The human groups 
may be further classified by level and type of activity, so that 
even specific motions such as intruder's manipulations or 
falling/slipping of elderly patients may be recognized. 
0231. Therefore, if the target indeed belonged to one of 
those cases, it could be effectively distinguished and recog 
nized as a result of the proposed grouping and classification 
procedure. 
0232. It should be noted that the diagram of FIG.2 may be 
provided with a feedback connection between the outputs of 
the classification block 24 and the control blocks 23, 27, 31, 
33, so as to adjust the prior knowledge according to the 
obtained classification results. Presence of the feedback 
would speak for a possibility of training the system. However, 
the proposed technology/system is effective even without any 
feedback/the training. The inventive technology is workable 
and capable of distinguishing targets based on at least prior 
knowledge on class/type of the Supposed target, and does not 
require prior information about exact specific targets. 
0233 FIGS. 3a, 3b schematically show an exemplary pro 
cessing approach used by the Inventors for tracking the 
detected objects. 
0234. The tracking stage can be performed as a dynamic, 
multiple object-, tracking by using various statistical criteri 
ons. For instance a Maximum Likelihood Estimator (MLE), 
implemented by Viterbi method, can be used for processing 
echo properties using a-prior information on the target of 
interest. 
0235. The tracking stage comprises detection (or so-called 
“creation of echoes being Supposed objects), deletion 
“ignoring of echoes/object(s), splitting and/or merging of 
the created echoes/objects based on the selected statistical 
criterion. For performing these operations, the echo proper 
ties (of location, intensity and correlation) are necessary, as 
well as the prior information discussed above. 
0236. The multi-object dynamic tracking may be per 
formed as the orthogonal low complexity (and thus efficient) 
approximation to the recursive maximum likelihood estima 
tor MLE, with said constraints typical to desired targets 
motion. 
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0237. The mentioned constraints relate to the targets 
expected displacement, intensity and correlation patterns—i. 
e., the constraints being a priori information. 
0238. In a specific version of the method, a trellis diagram 
(FIG.3a) is utilized for implementation of the tracking algo 
rithm. The states of the diagram are the set of the distance 
(range) between the object and the sonar of the detected 
echoes. In the upper part, the branch metric with the lowest 
value (M) over the constraint length (4 pulse repetitions in 
this example) is chosen and maximizes the MLE criterion. 
The algorithm is capable of mitigating for misdetection, as in 
the lower figure, by interpolation, and to dynamically delete 
and create new objects without prior assumptions. 
0239. The exemplary approach uses a sequential Maxi 
mum Likelihood Estimator (MLE) with metrics that corre 
spond to the displacements, intensity, and pattern constraints 
of a human body. The sequential MLE for object detection 
can be implemented by using algorithms similar to the Viterbi 
algorithm. It includes maximization of the object probability 
function at a certain location using constraints based on con 
tinuity of the motion. 
0240. The trellis diagram of FIG. 4a represents different 
locations of the objects to be tracked. For M discrete loca 
tions, states at time instance m, (S" and S/"), represent the 
location of the kth andlth echoes (supposed objects). A path 
in the diagram is a transition between States at consecutive 
discrete time intervals. Each possible transition represents a 
possible motion of the object from one position to another. 
The transition between the states depends on the Pulse Rep 
etition Rate (PRF), and on the motion. Slow motion with high 
PRF will have fewer transitions in the trellis diagram. 
0241. In FIG. 3a, objects tracked/presented as paths/ 
branches B, C respectively including states S2 and S3 (shown 
as darker ovals) are considered not related to the object 
tracked/presented as path/branch A including state S1. The 
metric parameters M and M of Band C do not correspond 
to M of the A and thus they are not merged). The term 
“metric' will be explained below. The result may be such that 
the two lower branches B and C are considered to belong to 
one, dynamic object, while branch A to another, static 
object. FIG. 3b illustrates intensities of the objects (i.e., of 
their echoes) over the same time, in the coordinates of time 
and space. 
0242 Each legal transition between states at time instance 
m, can be defined as a branch with a branch metric M", 
which is a function of the similarity between consecutive 
states. The novel, proposed by the Inventors Branch Metric 
will be further described. 

0243 Any statistic procedure comprises a correlation sub 
step for making a decision whether an object with a specific 
tracked behavior is associated with another tracked object 
(and thus should be further tracked in parallel, or dropped, or 
merged); there is a need in a correlation tool/measure. 
0244. For use in the statistical tracking, the Inventors have 
proposed a simplified Branch Metric Approximation, as a 
correlation tool. Metrics used in the prior art are quite com 
plex and result in heavy computations. The proposed branch 
metric is a function of the distance between two states, the 
pattern of the echo, and the echo intensity. 
0245. As mentioned in the Summary by expression (1), the 
branch metric between object k, and 1, can be defined close to: 
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where 

min(II", i.") Ad", = |d." - d", II", = Ti, C = |d. p-1, In, max(II", IFI) 

p?", are measures of distance, intensity, and cross-correla 
tion between the kth and the 1th echoes (supposed objects), 
and 
0246 C. B.Y. are constants determined experimentally and 
reflecting reliability and significance of the distance, the 
intensity, and the correlation measures respectively to the 
detection probability. 
0247 The indexes in the Metrics are indexes of the echoes 
being Supposed objects. Only at the output of the tracking 
procedure the indexes become indexes of the objects. 
0248. The branch metric can be normalized to values 
between 0 and 1 to represent a probability function. 
0249. An object i'th path metric is the sum of the branch 
metrics that are related to the objects in the time interval w: 

C."=>, it," "M". (3) 
(0250. The metrics M, n used in the above expression is 
usually a complex statistical measure. It may be now replaced 
with the one (M") simplified by the Inventors and stated in 
(1). 
0251. The time interval W is called a constraint length and 
must be big enough to reflect sufficient statistics to detect the 
object. The too long constraint length would summarize noise 
and affect the tracking of fast movements. And Vice versa, the 
too short constraint may be useless for detecting slow move 
mentS. 

0252) An object j at instance time m, is selected to be 
related to an object i, according to the following criterion 
which can be implemented by Viterbi method: 

0253) Wheneverthere is a change in the medium, an object 
can be created, merged with an existing one, or deleted from 
the trellis diagram. This enables flexibility of the tracking 
scheme, and tracking of dynamic objects, that can come or 
exit the range of the Sonar, and change their properties. The 
extension can include: object splitting, creations, deletion, 
and interpolation. Exemplary scenarios are as follows: 
0254. 1) Object Splitting: in case of a movement of a body 
part out of the torso, like lifting the arm, a new object that 
relate to torso will be created. In the trellis diagram, the new 
object is seen as a split of the branch metric of previous 
object. 

0255 2) Object Creation: in case new object approaches 
the Sonar coverage range, e.g. a new person enters the 
room, a new object is created. If there is no other object in 
the trellis diagram with close enough metric to the new one, 
and the object exists for over certain duration, usually in the 
range of the constraint length, an object is created in the 
diagram. 

0256 3) Object Merging: in case two objects with similar 
properties, approach each other, like a person carrying a 
bag, the two related proximate objects in the trellis diagram 
will coincide to one. 

0257 4) Object Deletion: in case an object leaves the sonar 
coverage range, or gets far from the Sonar and intensity 
goes below the detection threshold, the object path is cut in 
the trellis diagram. 
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0258 5) Object Interpolation: is performed to mitigate 
over missing estimations of an object due to noise, or 
scatterers, along the constraint length W. 

0259. As a result of the tracking algorithm, the basic echo 
properties are processed together with the prior information 
constraints. 
0260 The tracking stage terminates with obtaining 
respective sets of object properties for all objects being 
tracked, over time (which means, each object property as a 
sequence of its values at time instances “m'). Due to the broad 
band Sonar signal used in the system, accuracy of the obtained 
properties are quite high. 
0261 FIGS. 4(a, b, c, d, e, f) show experimentally 
obtained measurements which illustrate efficiency of the 
grouping stage performed upon the tracking stage according 
to the proposed method. 
0262 The stage of grouping objects (to groups or clusters) 
is preferably performed as an unsupervised segmentation 
process, i.e., without any previous training of the system. The 
grouping starts with receiving object properties, for all of the 
tracked objects. 
0263. The grouping is based on similar properties between 
objects of the same group, for example on the location prop 
erty—by using a simple proximity principle which may also 
be formulated as spatial and temporal correlation between 
objects reflections. 
0264. The grouping stage further comprises selecting, per 
group, a main object and Sub-objects thereof, based on 
a-priori knowledge about the objects being tracked, such as 
prior knowledge on kinematics of dynamic objects of interest 
(humans/animals, etc.). 
0265. The grouping stage may comprise dividing the Sub 
objects into static and dynamic objects using, for example, a 
threshold of standard deviation of the sub-object(s) location 
from the main object(s). 
0266 The grouping stage may utilize a graph model, by 
building a graph being a model of connections between 
objects represented by intensities of their reflections/echoes, 
and by further braking connections which do not demonstrate 
dependence/correlation of objects to one another in the cur 
rently used constraint/window Time-Distance (TD). 
0267. The criteria may be as follows. One group should 
have one main object and one or more Sub-objects which have 
less intensity than the main object. If the sub-objects are 
connected/correlated with one another in the graph and have 
similar intensities, connections there-between in the graph 
may be broken. Generally, if a connection/correlation to 
another “main” object appears, such a connection should also 
be broken, based on a predetermined quantitative criterion, to 
make the Sub-object grouped with only one main object. 
Alternative hierarchies may be used instead of the proposed 
OC. 

0268. The Inventors have also proposed that the time 
distance criterion—the TD constraint be selected for the 
grouping, according to the character of objects to be grouped 
while tracked (for example, a greater distance, smaller “time” 
window for a moving sportsman; a smaller "distance' longer 
“time' window for a sick person to be monitored) Time 
interval T may be called a constraint length. 
0269 FIGS. 4 afare time-space sonar diagrams which 
generally illustrate results of tracking and further grouping of 
the tracked objects according to the proposed invention. FIG. 
4.a shows results of the matched filter, and the threshold 
operation before the tracking stage, i.e. only strong echoes 
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with relevant frequencies are considered. FIG. 4.b shows 
results of applying the sequential MLE object tracking, where 
more than 20 different objects were created (they are shown 
by different colors appearing with quite weak regularity at 
different lines of the graph) FIG. 4.c shows the first stage of 
the post processing in which missing estimations are miti 
gated for each object by interpolation; the picture has become 
more clear. Then the grouping operation is performed on the 
objects. First, the main object is detected in the space-time 
diagram. Then its related Sub objects, with lowerintensity, are 
chosen. Intermediate results of the grouping are shown in 
FIG. 4.d. where each group has its different color. Interme 
diate groups are formed by: the black lines group at the 
bottom of the drawing are supposed to be sonar itself, the 
lower blue sinus-like line is Supposed to be a human, the 
upper green sinus-like line and the green Straight line are 
Supposed to be a wall, and the uppermost group of lines of 
different colors supposed to belong to the wall or the nearby 
furniture. Grouping errors, like in the middle of FIG. 4.d 
where the wall (in green) is merged with the nearby human 
and erroneously shown as a sinusoidal green line, can be 
minimized by using the merge and split algorithm based on a 
similarity measure of different features of the groups. FIG. 
4.e shows the results after the group merging and splitting 
where the person’s objects (say, the body, the head and the 
hands) belong to the person's group (marked H, with the two 
sinusoidal lines, now both being blue). Other groups are 
marked WL1, WL2 for the wall and objects on it, and So for 
the Sonar equipment. In this example, to derive the feature of 
number of dynamic objects in the group, each object in a 
group is sorted to a dynamic or static object according to their 
standard deviation from the main object. FIG. 4f shows the 
results of this process: for the group of a human, the main 
object (torso) is seen as the red line in the middle, being a 
thick sinusoidal line and marked H main); its related Static 
object (head) is seen as a black thin line accompanying the 
main sinusoid, and its related dynamic objects (legs, hands) 
are seen ad purple lines looking like protuberances near the 
black thin line. Main objects of other groups are seen as other 
three red (thick) lines at the lower and upper portions of the 
drawing (WL1main, WL2main, So-main). 
0270. The reference is now made to FIGS. 5 a-d which 
show a specific example for representation of the grouping by 
schematic graphs. The example of FIGS. 5 a-d illustrates a 
simple Suboptimal grouping scheme for the criterion that is 
based on spatio-temporal and intensity properties of the 
objects. It includes four Sub-stages. 
0271 In sub-stage a, the objects location (7 objects are 
seen) is just a state diagram. 
0272. In sub-stage b, objects that reside in a pre-deter 
mined object range (for human, it is around 0.5 m, which is 
the human limbs maximal span) are connected according to 
the similar intensity and proximity parameters. The direction 
of connections can be chosen according to duration of the 
objects presence in the diagram. Alternatively, the direction 
of connections may be selected from higher intensity to lower 
intensity, etc. 
0273. In stage c, connections of objects, having short dura 

tion, with other objects are disconnected, using a likelihood 
criterion around the local object with the maximal intensity. 
Connections between objects having similar low intensities 
may be disconnected as well. In the example, three connec 
tions have been disconnected. 
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0274 Then in a final sub-staged, main objects and sub 
objects are selected. The objects with the longer duration and 
most intense objects are chosen as the main objects in their 
groups, and other objects connected to the main objects in 
their groups, —as Sub objects. 
0275. In some circumstances, a group can be disrupted by 
other objects in the medium. As a result, some or all of the 
group's objects can be merged with a different cluster/group. 
For example, when a human approaches a wall, the respective 
groups that relate to the human and the wall may be merged by 
mistake (see FIG. 4d). In these cases, different groups need to 
be merged (to fix the case of disruption), or to be split (to fix 
the wrong merger with another group). Algorithms for objects 
merging and splitting can be based on a similarity measure of 
various features of the groups, like standard deviation, Veloc 
ity and distance between different groups. 
0276 The merging and the splitting operations for groups 
may be based on a statistical (say, MLE) similarity measure of 
various features (for example, of the prior knowledge about 
target characteristic features or constraints), to minimize 
wrong assignment of objects. 
0277 FIG. 6 shows a schematic diagram for the optional 
sorting (categorizing) of objects in the group to static and 
dynamic. The operation may still be performed at the group 
ing stage. 
0278 For further assessment of activity, the objects can be 
divided to additional categories, according to their size, loca 
tion, and kinematics statistics. A fundamental category is of 
dynamic and static objects. Dynamic objects are sub-objects 
that fluctuate more than a certain threshold, usually around 
the main body of the group, e.g. lower and upper limbs are 
dynamic parts, while walking. Static objects are sub-objects 
that are relatively static in relation to the main-body (torso), 
e.g. the head. A threshold on the standard deviation of the 
object location from the main object location can be used to 
determine if an object is dynamic or static. FIG. 6 illustrates 
a running human, and shows its related objects being mem 
bers of one group. 
0279. At the end of the grouping stage, calculation of the 
group features is performed, which has been described with 
reference to Block 30 of FIG. 2. 

(0280 FIGS. 7a, 7b, 7c, 7d are examples demonstrating 
effect of applying prior knowledge constraints at the grouping 
stage of processing object properties. A first experiment 
(FIGS. 7a, 7b) shows the effect of applying a constraint of 
location range from the main object in the group. A second 
experiment (FIGS. 7c, 7d), shows the influence of a constraint 
of continuity of human movement. 
0281. The first experiment included a standing human, a 
chair and a wall exposed to signals transmitted by a Sonar 
transmitter located at the opposite wall of the indoor environ 
ment (a room). 
0282 FIG. 7a shows the grouping results for the case 
where the location range constraint was selected as 0.6 m 
which corresponds to possible location range of human hands 
or legs relatively to the human torso. The result of grouping is 
satisfactory: the uppermost group of red lines demonstrate 
less than 0.6 location range and are mapped to the wall group 
WL, the second from the top group of green lines demonstrate 
the range of about 0.6 m, and are thus mapped to the human 
body group (the second group H from above), the blue lines 
are mapped to the chair group (the group Ch of three straight 
lines, with a very Small location range), and the lowest group 
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of black lines are a so-called self-sonar group So formed by 
self-echoes of the sonar device, 
0283 FIG. 7b shows the case where the location range 
constraint was erroneously selected as 1.2 m, i.e. actually it 
did not characterize a human body. 
0284. The grouping result in this case was therefore erro 
neous and comprised only two groups, namely the wall and 
the human were mapped together into the “brown' group 
WL-I-H (all the lines in the upper half of the drawing), while 
the chair and the sonar were mapped in a common “blue” 
group Ch+So (all the lines in the lower half of the drawing). 
0285. The second experiment included two persons asyn 
chronously crossing the room to and from the Sonar transmit 
ter. 

0286 FIG. 7c shows the case of applying the constraint of 
movement continuity (corresponding to continuity in the 
direction of Velocity, which is typical to humans). The group 
ing result was good, i.e. the two persons, presented by two 
sinusoidal lines shifted by phase, were distinguished even at 
points where they almost met in the room. The two sinusoidal 
trajectories of different colors/persons correspond to two dif 
ferent groups H1, H2, each group comprising group members 
formed by the human torso, legs and hands presented by lines 
accompanying the two respective sinusoidal lines. 
0287 FIG. 7d illustrates the case where the movement 
continuity constraint was not applied and, as a result, two 
erroneous groups H1, H2 (in the form of Zig-Zags) were 
formed and even an additional erroneous group H3 appeared, 
which incorrectly represent the movement of the two humans. 
0288 FIG. 8 shows a schematic diagram of a specific 
example of the proposed classification stage—i.e., for the 
Human Motion Classification. 
0289. The Classifying stage of the method performs clas 
sification of all the objects grouped to all different groups by 
applying, to all said objects in the groups, prior knowledge 
about features of objects of interest (e.g. knowledge of human 
kinematics) and Suitable criteria to recognize static, dynamic, 
human and non-human objects for further classification of 
more detailed motion activity of the human objects. 
0290 The classification stage, in general, may be per 
formed by using conventional motion classification methods. 
However, in the proposed method the classification stage is 
non-standard at least due to the fact it is based on the preced 
ing, novel grouping stage, i.e. on the set of group features 
produced at the groping stage. The grouping stage is prefer 
ably performed without any pre-classification. 
0291. The classification is preferably performed in a 
multi-level way, for example by a two level decision tree 
k-NN classifier for activity type and activity level estimation. 
0292. The classification is performed by comparing the 
group features with the prior knowledge about the targets 
classes and types, possibly/preferably also on the expected/ 
predetermined implementation type, and/or with criteria 
(such as thresholds and ranges) derived from the prior knowl 
edge. 
0293. In FIG. 8, three types of classifiers are shown in a 
two-level decision tree algorithm for activity type and activity 
level estimation, according to which groups of objects are first 
divided into static and dynamic (the first classifier 40), and 
then static groups are further classified to human and non 
human (the second classifier 42); while dynamic groups of 
objects which are presumably human are further classified by 
activity type and activity level (third classifier 44). Static 
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groups of human objects may be then “forwarded” to the 3" 
classifier 44 and further classified by activity type and activity 
level. 
0294 The classification may be performed as “over-time' 
classification (for example, for complicate types of move 
ment). 
0295 Human motion classification can be performed 
using such a feature of a possible target as its Sonar signature. 
Different objects, and different people, and people with dif 
ferent activity types, have different Sonar signatures. In Sonar 
system, reflections are mostly from the body Surface and 
therefore, human detection can be obtained by its unique 
body surface structure that is different from other objects. In 
addition, the kinematic features that are unique to humans, 
can be aggregated. 
0296. One of the main advantages of the proposed tech 
nique is that the stages of tracking, and grouping do not 
perform pre-classifying but reduce complexity of the classi 
fications stage, so that no pre-classifying or training is 
required in advance. 
0297 FIG. 9 shows an example showing how classifica 
tion results of activity type are demonstrated by a so-called 
feature-space diagram formed in three axes of: 1) velocity, 2) 
Number of objects and 3) standard deviation, all being the 
group features. 
0298. The figure allows seeing static and standing objects 
(blue Squares and black crosses) in a crowded lowermost 
cluster near one another), walking human objects as green 
rings highly dispersed over the space, and objects with the 
Swinging motion of hands—as red romboids which are mod 
erately dispersed from the crowded cluster. 
0299 For the activity classifier, it seems that the velocity 
feature is the most significant one in case of activity type that 
involves walking, while the feature of standard deviation is 
the more significant to distinguish between Swinging hands 
and standing. 
0300. Other mentioned classifier types could be demon 
strated in modified feature space diagrams, that would show 
that upon the proposed tracking and grouping, the objects 
exposed to Sonar/radar signals can be successfully separable 
in the different feature spaces for the three decision tree 
classifiers. The use of relatively simple classifier like the 
k-NN classifier is justified, as giving an efficient reasonable 
performance, as it can operate well with separable distribu 
tions with a relatively low complexity. 
0301 While the invention has been described with refer 
ence to specific examples only, it should be appreciated that 
other versions of the method can be suggested based on the 
described principles and options, that various embodiments 
of Suitable Sonar/radar systems can be designed for imple 
menting the disclosed technology, and that such versions and 
embodiments should be considered part of the present inven 
tion whenever covered by the claims which to follow. 
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1. A method for distinguishing a target, wherein the target 
including one or more objects of interest possibly located 
among a plurality of objects, the method comprising stages 
of: 

obtaining and processing Sonar or radar raw data, 
tracking the objects of the plurality using the processed raw 

data, 
grouping the tracked objects by associating them into one 

or more groups, while hierarchically arranging the 
tracked objects in the groups and controllably applying 
prior knowledge at least about characteristic features 
and/or constraints of the targets class; 

classifying the groups to classes and determining whether 
any of the groups matches to the target's class. 

2. The method according to claim 1, wherein the controlled 
applying of the prior knowledge at the grouping stage com 
prises applying additional features and/or constraints being 
characteristic for a specific type of the target and for a specific 
type of the method implementation. 

3. The method according to claim 1, wherein said features 
or said constraints are selected from the following non-ex 
haustive list: dimensions, intensity, Sonar/radar signatures of 
the targets class or type, acceleration range, Velocity range, 
reflection structure, pattern of change, time-distance con 
straint TD. 

4. The method according to claim 1, comprising a prelimi 
nary stage of receiving echoes of the signals from the objects 
and deriving the raw data from said echoes, 

the method further comprising. 
performing the raw data processing, thereby obtaining 

one or more echo properties taken for an echo “k” at 
time instance 'm', the one or more echo properties 
being selected from an echo properties list comprising 
at least (t.", I.", p", p."") 

where 

t" is kth echo's delay at time instance m 
I" is kth echo intensity at time instance m 
p?", is the cross-correlation coefficient between the 

k, and 1 echoes' shapes, at time instance m 
nin-1 Ok is the auto-correlation coefficient between the 
kth echoes shapes, at time instances m, and m+1. 

performing the stage of tracking the objects, comprising 
controlled processing of the one or more obtained 
echo properties and mapping thereof to objects, 
thereby obtaining, for each of the objects, one or more 
object properties taken for object nattime instance m, 
the one or more object properties being selected from 
an object properties list comprising at least 

(d", v". S.", P."), where 
d" is the nth object location estimate at time 

instance m; 
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v" is the nth object velocity estimate at time 
instance m; 

S." is the nth object size estimate at time instance 

P" is the nth object pattern; 
performing the stage of grouping of the objects by con 

trollably associating the objects into groups based on 
one or more similar said object properties, with the 
hierarchically arrangement of the objects being mem 
bers in the groups so that each of the groups comprises 
a main object and at least one sub-object, thereby 
obtaining for each of the groups a combined set of 
object properties of all members of the i'th group, at 
time instance m, being 

{d, G., v. G., S. G., P. G. ... d".G... }; 
based on the combined set of object properties and their 

hierarchy, deriving one or more group features, for 
each i'th group over a time window “W, the group 
features being selected from a group features list com 
prising at least (v.o', N”, u, o,”), where 
v' is average velocity in the group over a time 
window W. 

o' is average location standard deviation over the 
time window W. 

N” is the number of dynamic/static objects in the 
ith group over the time window W. 

u” is average auto-correlation of the objects in the 
ith group, 

O." is standard deviation of the auto-correlation of o 
the objects in the i'th group: 

performing the classification stage by controllably 
applying, to the group features per group, at least prior 
knowledge on characterizing features and/or con 
straints of the targets class, corresponding to one or 
more of the group features, thereby determining 
whether at least one of the groups matches to the 
target's class. 

5. The method according to claim 1, wherein the stage of 
tracking is performed flexibly and controllably, with 

applying prior information about the target's class, and 
performing splitting and/or merging of the echoes for 

tracking newly appearing, disappearing, and/or trans 
forming objects in the plurality. 

6. The method according to claim 1, wherein the tracking 
stage is performed as a statistical similarity tracking proce 
dure, using a statistical criterion Such Maximum Likelihood 
Estimator MLE, Minimal Mean Square Error MMSE, or the 
like. 

7. The method according to claim 6 utilizing, for the sta 
tistical similarity tracking procedure, a correlation tool being 
a simplified Branch Metric, 

wherein the simplified Branch Metric M." between ech 
oes k and 1 for time instance m, is determined substan 
tially close to: 

and where 

min(II", if) 
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p?", are measures of distance d, intensity I, and cross-cor 
relation p between the kth and the 1th echoes, and C, B, Y. are 
COnStantS. 

8. The method according to claim 1, wherein 
the stage of grouping comprises: 

receiving object properties of each of the objects, upon 
being determined at the tracking stage; 

associating the objects into groups by utilizing the 
received object properties, so that each of the groups 
is formed based on statistical similarity of at least one 
of the object properties for members of the group: 
thereby presenting each group as a combined set of 
object properties of all members of the group; 

simultaneously with, or after the association of the 
objects into groups, hierarchically arranging the 
objects in each of the groups by controllably applying 
the prior knowledge at least in the form of one or more 
features or constraints characteristic for the targets 
class. 

9. The method according to claim 8, further comprising 
providing control in the grouping stage by selecting the object 
property for forming groups and/or by selecting the prior 
knowledge in the form of constraints related to types of 
objects of interest and according to specific implementations 
of the method. 

10. The method according to claim 1, wherein the grouping 
stage comprises iterative procedures of merging and/or split 
ting the formed groups. 

11. The method according to claim 1, wherein the classi 
fication stage comprises: 

obtaining group features derived for each of the groups, 
and 

based on the group features and on prior knowledge on 
different classes of targets, forming a list of classes for 
the groups, determining the class of each group, wherein 
the classes comprising at least static/dynamic and 
human/non-human classes, and further determining 
type, activity type and level for at least some of the 
groups. 

12. The method according to claim 1, comprising 
a preliminary step of exposing the plurality of objects to the 

signals, including: 
emitting a combination of Sonar signals comprising 
more than one predetermined different frequencies in 
a bandwidth between of about 5 kHz and of about 
1000 kHz: 

applying the combination of the Sonar signals to an area 
where the plurality of objects including one or more 
targets are expected to be located. 
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13. The method according to claim 1, adapted for distin 
guishing the target among said plurality of objects in an 
underwater environment. 

14. A system for distinguishing a target, the target includ 
ing one or more objects of interest possibly located among a 
plurality of objects exposed to Sonar or radar signals, 

the system comprising a processing block accommodating 
therein: 

a unit for processing Sonar or radar raw data obtained 
from the plurality of objects, 

a unit for tracking the objects using the processed raw 
data, 

a unit for grouping the tracked objects by associating the 
objects into groups while hierarchically arranging the 
tracked objects in the groups, wherein the unit for 
grouping is controlled at least by applying prior 
knowledgeabout characteristic features or constraints 
of the targets class; 

a unit for classifying the groups and recognizing the 
target by matching the groups classes to the targets 
class. 

15. The system according to claim 14, further comprising a 
transmitter for transmitting the Sonar or radar signals, a 
receiver for detecting echoes thereof and extracting raw data 
from the echoes, a synchronizing means between the receiver 
and the transmitter, and a communication line for forwarding 
the raw data to the processing block. 

16. The system according to claim 14, further comprising a 
Sonarora radarassembly configured for creating image of the 
target based on results produced by said processing block. 

17. The system according to claim 17, wherein said assem 
bly is an ultrasound device adapted for creating images of 
internal body parts of a patient. 

18. The system according to claim 14, designed for distin 
guishing the target among said plurality of objects in an 
underwater environment. 

19. A Software product comprising computer implement 
able instructions and/or data for carrying out the method 
according to claim 1, the Software product being stored on an 
appropriate computer readable storage medium so that the 
Software is capable of enabling operations of said method 
when used in a computerized system. 

20. A computer readable storage medium accommodating 
the Software product according to claim 19, or a portion 
thereof. 


